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Abstract

The problem of cluster analysis is formulated as a problem of nonsmooth, nonconvex optimization. An algorithm for solving the latter optimization problem is developed which allows one to significantly reduce the computational efforts. This algorithm is based on the so-called discrete gradient method. Results of numerical experiments are presented which demonstrate the effectiveness of the proposed algorithm.

1 Introduction

This paper develops an algorithm for minimizing the so-called clustering functions. Clustering is an important application area in data mining. Clustering is also known as the unsupervised classification of patterns. The cluster analysis deals with the problems of organization of a collection of patterns into clusters based on similarity. It has found many applications, including information retrieval, medicine etc.

In cluster analysis we assume that we have been given a finite set $A$ of points in the $n$-dimensional space $\mathbb{R}^n$, that is

$$A = \{a^1, \ldots, a^m\}, \text{ where } a^i \in \mathbb{R}^n, \ i = 1, \ldots, m.$$ 

There are different types of clustering such as partition, packing, covering and hierarchical clustering [20]. In this paper we will consider partition clustering, that is the distribution of the points of the set $A$ into a given number $q$ of disjoint subsets $A^i, \ i = 1, \ldots, q$ with respect to predefined criteria such that:

1) $A^i \neq \emptyset, \ i = 1, \ldots, q$;

2) $A^i \cap A^j = \emptyset, \ i, j = 1, \ldots, q, \ i \neq j$;

3) $A = \bigcup_{i=1}^{q} A^i$. 
The sets $A^i$, $i = 1, \ldots, q$ are called clusters. The strict application of these rules is called hard clustering, unlike fuzzy clustering, where the clusters are allowed to overlap. In this paper we will consider the hard unconstrained clustering problem, that is no constraints are imposed on the clusters $A^i$, $i = 1, \ldots, q$.

An up-to-date survey of existing approaches to clustering is provided in [26] and a comprehensive list of literature on clustering algorithms is available in this paper.

We assume that each cluster $A^i$, $i = 1, \ldots, q$ can be identified by its center (or centroid). Then the clustering problem can be reduced to the following optimization problem (see [10, 11, 39]):

\[
\begin{align*}
\text{minimize} & \quad \varphi(C, x) = \frac{1}{m} \sum_{i=1}^{q} \sum_{a \in A^i} \| x^i - a \|^\gamma_p \\
\text{subject to} & \quad C \in \overline{C}, \; x = (x^1, \ldots, x^q) \in \mathbb{R}^{n \times q}
\end{align*}
\]

where $C = \{A^1, \ldots, A^q\}$ is a set of clusters, $\overline{C}$ is the set of all possible $q$-partitions of the set $A$ and $x^i$ is the center of the cluster $A^i$, $i = 1, \ldots, q$. Here $\gamma \geq 1$ and $\| \cdot \| = \| \cdot \|_p$, $p \geq 1$. Recall that

\[
\| x \|_p = \left( \sum_{l=1}^{n} |x_l|^p \right)^{1/p}, \quad 1 \leq p < +\infty, \quad \| x \|_\infty = \max_{l=1,\ldots,n} |x_l|
\]

where $x_l$ is the $l$-th coordinate of a vector $x \in \mathbb{R}^n$.

If $\gamma = 2$ and $p = 2$ then the problem (1) is also known as the sum-of-squares clustering problem.

It should be noted that numerical methods of optimization cannot be directly applied to solve problem (1).

To solve this problem many different heuristic approaches have been developed, mainly for $\gamma = 2$ and $p = 2$. We can mention here agglomerative and divisive hierarchical clustering algorithms. $k$-means algorithms and their variations ($h$-means, $j$-means etc.) are known to be the most effective among them to solve large-scale clustering problems. However, the effectiveness of these algorithms highly depends on an initial point. Descriptions of many of these algorithms can be found, for example, in [17, 21, 25, 39].

In order to make problem (1) suitable for the application of optimization methods we need to reformulate it. This problem is equivalent to the following problem:

\[
\begin{align*}
\text{minimize} & \quad \psi(x, w) = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{q} w_{ij} \| x^j - a^i \|^\gamma_p \\
\text{subject to} & \quad x = (x^1, \ldots, x^q) \in \mathbb{R}^{n \times q}, \\
& \quad \sum_{j=1}^{q} w_{ij} = 1, \quad i = 1, \ldots, m.
\end{align*}
\]
and
\[ w_{ij} = 0 \text{ or } 1, \quad i = 1, \ldots, m, \quad j = 1, \ldots, q \]
where \( w_{ij} \) is the association weight of pattern \( a^i \) with cluster \( j \), given by
\[
    w_{ij} = \begin{cases} 
        1 & \text{if pattern } i \text{ is allocated to cluster } j \quad \forall i = 1, \ldots, m, \ j = 1, \ldots, q, \\
        0 & \text{otherwise}
    \end{cases}
\]
and
\[
x^j = \frac{\sum_{i=1}^{m} w_{ij} a^i}{\sum_{i=1}^{m} w_{ij}}, \quad j = 1, \ldots, q.
\]

Different methods of mathematical programming can be applied to solve problem (2) including dynamic programming, branch and bound, cutting planes. A review of these algorithms can be found in [20]. Dynamic programming approach can be effectively applied to the clustering problem when the number of instances is not large (see [27]). Branch and bound algorithms are effective when the database contain only hundreds of records and the number of clusters is not large (less than 5) (see [16, 19, 20, 29]). For these methods the solution of large clustering problems is out of reach.

Much better results have been obtained with metaheuristics, such as simulated annealing, tabu search and genetic algorithms [36]. The simulated annealing approaches to clustering have been studied, for example, in [12, 38, 40]. Application of tabu search methods for solving clustering is studied in [1]. Genetic algorithms for clustering have been described in [36]. The results of numerical experiments, presented in [2] show that even for small problems of cluster analysis when the number of entities \( m \leq 100 \) and the number of clusters \( q \leq 5 \) these algorithms take 500-700 (sometimes several thousands) times more CPU time than the \( k \)-means algorithms. For relatively large databases one can expect that this difference will increase. This makes metaheuristic algorithms of global optimization ineffective for solving many clustering problems.

In [14] an interior point method for minimum sum-of-squares clustering problem is developed. The paper [22] develops variable neighborhood search algorithm and the paper [21] presents \( j \)-means algorithm which extends \( k \)-means by adding a jump move. The global \( k \)-means heuristic, which is an incremental approach to minimum sum-of-squares clustering problem, is developed in [30]. The incremental approach is also studied in the paper [23]. Results of numerical experiments presented show the high effectiveness of these algorithms for many clustering problems.

The paper [7] describes a global optimization approach to clustering and demonstrates how the supervised data classification problem can be solved via clustering.

The objective function \( \psi \) in problem (2) has many local minima. Many of these local minima do not provide good clusterings of the dataset. The formulation (2) induces that a good clustering may be provided by the global minimum of the objective function \( \psi \). However, due to the large number of variables and the complexity of the objective function, general-purpose global optimization techniques, as a rule, fail to solve such problems.
In many clustering algorithms it is assumed that the number of clusters is known a priori. However this usually is not the case.

In the paper [9] an algorithm for clustering based on nonsmooth optimization techniques was developed. We present this algorithm which calculates clusters step-by-step, gradually increasing the number of data clusters until termination conditions are met, that is it allows one to calculate as many clusters as a data set contains with respect to some tolerance. Such an approach allows one to avoid difficulties with an initial point and to calculate a local minimizer which provides a satisfactory clustering of the dataset. In this approach the clustering problem is reduced to an unconstrained optimization problem with nonsmooth objective function. In this paper we develop an algorithm for solving this optimization problem. Results of numerical experiments using real-world datasets are presented and their comparison with the best known solutions from the literature are provided.

The paper is organized as follows: the nonsmooth optimization approach to clustering is discussed in Section 2. Section 3 describes an algorithm for solving clustering problems. An algorithm for solving optimization problems is described in Section 4. Section 5 presents the results of the numerical experiments and Section 6 concludes the paper.

2 The nonsmooth optimization approach to clustering

In this section we present a reformulation of the clustering problem (2) in terms of nonsmooth, nonconvex optimization.

In [7, 8] the cluster analysis problem is reduced to the following problem of mathematical programming

$$\text{minimize } f(x^1, \ldots, x^q) \text{ subject to } (x^1, \ldots, x^q) \in \mathbb{R}^{n \times q},$$

where

$$f(x^1, \ldots, x^q) = \frac{1}{m} \sum_{i=1}^{m} \min_{s=1, \ldots, q} \|x^s - a^i\|_p^p.$$  \hspace{1cm} (4)

If $q > 1$, the objective function (4) in problem (3) is nonconvex and nonsmooth.

Note that the number of variables in the optimization problem (3) is $q \times n$. If the number $q$ of clusters and the number $n$ of attributes are large, we have a large-scale global optimization problem. Moreover, the form of the objective function in this problem is complex enough not to be amenable to the direct application of general purpose global optimization methods.

It is shown in [10] that problems (1), (2) and (3) are equivalent. The number of variables in problem (2) is $(m + n) \times q$ whereas in problem (3) this number is only $n \times q$ and the number of variables does not depend on the number of instances. It should be noted that in many real-world databases the number of instances $m$ is substantially greater than the number of features $n$. On the other hand in the hard clustering problems the coefficients $w_{ij}$ are integer, that is the problem (2) contains both integer and continuous variables. In the nonsmooth optimization formulation
of the clustering problem we have only continuous variables. All these circumstances
can be considered as advantages of the nonsmooth optimization formulation (3) of
the clustering problem.

3 An optimization clustering algorithm

In this section we describe an algorithm for solving cluster analysis problems.

Algorithm 1 An algorithm for solving the clustering problem.

Step 1. (Initialization). Select a tolerance $\epsilon > 0$. Select a starting point $x^0 = (x^0_1, \ldots, x^0_n) \in \mathbb{R}^n$ and solve the minimization problem (3) for $q = 1$. Let $x^{1*} \in \mathbb{R}^n$ be a solution to this problem and $f^{1*}$ be the corresponding objective function value. Set $k = 1$.

Step 2. (Computation of the next cluster center). Select a starting point $y^0 \in \mathbb{R}^n$ and solve the following minimization problem:

$$\min_{y \in \mathbb{R}^n} \bar{f}^k(y) \quad \text{subject to} \quad y \in \mathbb{R}^n$$

where

$$\bar{f}^k(y) = \sum_{i=1}^m \min \left\{ \|x^{1*} - a^i\|^{\gamma}_p, \ldots, \|x^{k*} - a^i\|^{\gamma}_p, \|y - a^i\|^{\gamma}_p \right\}. \tag{6}$$

Step 3. (Refinement of all cluster centers). Let $y^{k+1,*}$ be a solution to problem (5). Take $x^{k+1,0} = (x^{1*}, \ldots, x^{k*}, y^{k+1,*})$ as a new starting point and solve the problem (3) for $q = k+1$. Let $x^{k+1,*}$ be a solution to problem (3) and $f^{k+1,*}$ be the corresponding objective function value.

Step 4. (Stopping criterion). If

$$\frac{f^{k*} - f^{k+1,*}}{f^{1*}} < \epsilon$$

then stop, otherwise set $k = k + 1$ and go to Step 2.

Algorithm 1 contains some steps which deserve some explanations. In Step 1 the
center of the entire set $A$ is calculated with respect to a given norm. In this case
the problem (3) is a convex programming problem. In Step 2 we calculate a center
of the next $(k+1)$-th cluster, assuming the previous $k$ cluster centers to be known
and fixed. It should be noted that the number of variables in problem (5) is $n$ which
is substantially less than if we calculate all cluster centers simultaneously. In Step
3 the refinement of all $k+1$ cluster centers is carried out. One can expect that the
starting point $x^{k+1,0}$ calculated in Step 2 is not far from the solution to problem
(3). Therefore it takes only a moderate number of iterations to calculate it. Such
an approach allows one to significantly reduce the computational time for solving problem (3).

It is clear that \(f^{k*} \geq 0\) for all \(k \geq 1\) and the sequence \(\{f^{k*}\}\) is decreasing, that is,

\[
f^{k+1,*} \leq f^{k,*} \quad \text{for all} \quad k \geq 1.
\]

The latter implies that after \(\bar{k} > 0\) iterations the stopping criterion in Step 4 will be satisfied.

One of the important questions when one tries to apply Algorithm 1 is the choice of the tolerance \(\epsilon > 0\). Large values of \(\epsilon\) can result in the appearance of large clusters whereas small values can produce small and artificial clusters. Results presented in [8] show that appropriate values for \(\epsilon\) are \(\epsilon \in [10^{-1}, 10^{-2}]\).

An algorithm for solving problems (3) and (5) is discussed in Section 4. Since this algorithm is a local one the choice of a good initial guess for problem (5) is very important. An algorithm for finding such an initial guess is described below. It should be noted that starting points in problem (3) are predetermined by Algorithm 1.

### 3.1 An algorithm for finding the initial points in problem (5)

The main idea behind Step 2 in Algorithm 1 is that a new cluster is added to preexisting ones.

In [21] an improvement for the \(h\)-means algorithm, \(j\)-means, is given, to avoid so-called degenerated solutions, where one cluster is empty: the furthest point from all cluster centers is taken as a new center. This leads to an interesting idea, however it needs to be further improved: often real-world datasets contain erroneous records which can be quite far from the rest of the dataset. Taking such an erroneous point as an initial guess may lead to a shallow local minimum. In Figure 1, the point \(P_1\) is the furthest point from the cluster centers. However if this point is chosen as the center of a cluster, this cluster will consist of only \(P_1\). The point \(P_2\) is closer to the centers, however it would induce a much better cluster.

The following algorithm allows one to avoid this difficulty.

**Algorithm 2** An algorithm for finding the initial point in problem (5).

**Step 1.** (Initialization). Let \(C_1, \ldots, C_{q-1}\), \(q \geq 2\) be the preexisting centers and \(\rho > 0\) a tolerance. Let \(A_1 = A\), and \(i = 1\).

**Step 2.** Let \(C\) be the point in \(A_i\) the furthest from the centers \(C_1, \ldots, C_{q-1}\).

**Step 3.** Find the set

\[
C = \left\{ a \in A_i : \|C - a\| < \min_{j=1,\ldots,q-1} \|C_j - a\| \right\}.
\]

If the cardinality of the set \(C\) \(\text{card}\{C\} > \rho\), then \(C_q = C\) and the algorithm terminates. Otherwise go to Step 4.

**Step 4.** Set \(A_{i+1} = A_i \setminus \{C\}\), \(i = i + 1\), and go to Step 2.
Remark 1 Since \( A \) contains a finite number of points the initial guess will be found after a finite number of steps. If the tolerance \( \rho \) is too small then the initial guess may be an erroneous point, but if \( \rho \) is large then no initial point can be found. Results of numerical experiments show that the tolerance \( \rho \) should be chosen in \([0.1\frac{m}{q}, 0.4\frac{m}{q}]\).

4 Solving optimization problems

Both problems (3) and (5) in the clustering algorithm are nonsmooth optimization problems. Since the objective functions in these problems are represented as a sum of minimum of norms they are Lipschitz continuous. In order to describe differential properties of the objective functions \( f \) and \( \bar{f} \) we recall some definitions from nonsmooth analysis (see [13, 15]).

4.1 Differential properties of the objective functions

We consider a locally Lipschitz function \( \varphi \) defined on \( \mathbb{R}^n \). This function is differentiable almost everywhere and one can define for it a Clarke subdifferential (see [13]), by

\[
\partial \varphi(x) = \text{co} \left\{ v \in \mathbb{R}^n : \exists (x^k \in D(\varphi), x^k \to x, k \to +\infty) : v = \lim_{k \to +\infty} \nabla \varphi(x^k) \right\},
\]

here \( D(\varphi) \) denotes the set where \( \varphi \) is differentiable, \( \text{co} \) denotes the convex hull of a set.

The function \( \varphi \) is differentiable at the point \( x \in \mathbb{R}^n \) with respect to the direction \( g \in \mathbb{R}^n \) if the limit

\[
\varphi'(x, g) = \lim_{\alpha \to +0} \frac{\varphi(x + \alpha g) - \varphi(x)}{\alpha}
\]
exists. The number $\varphi'(x, g)$ is said to be the derivative of the function $\varphi$ with respect to the direction $g \in \mathbb{R}^n$ at the point $x$.

The upper derivative $\varphi^0(x, g)$ of the function $\varphi$ at the point $x$ with respect to the direction $g \in \mathbb{R}^n$ is defined as follows:

$$
\varphi^0(x, g) = \limsup_{\alpha \to +0, y \to x} \frac{\varphi(y + \alpha g) - \varphi(y)}{\alpha}.
$$

The following is true (see [13])

$$
\varphi^0(x, g) = \max \{ \langle v, g \rangle : v \in \partial \varphi(x) \}
$$

where $\langle \cdot, \cdot \rangle$ stands for the inner product in $\mathbb{R}^n$. It should be noted that the upper derivative always exists for locally Lipschitz functions. The function $\varphi$ is said to be regular at the point $x \in \mathbb{R}^n$ if

$$
\varphi'(x, g) = \varphi^0(x, g)
$$

for all $g \in \mathbb{R}^n$. For regular functions there exists a calculus (see [13, 15]). However in general for non-regular functions such a calculus does not exist.

The function $\varphi$ is called semismooth at $x \in \mathbb{R}^n$, if it is locally Lipschitz continuous at $x$ and for every $g \in \mathbb{R}^n$, the limit

$$
\lim_{v \in \partial \varphi(x+tg'), g' \to g, t \to +0} \langle v, g \rangle
$$

exists (see [32]).

Since both functions $f$ from (4) and $\bar{f}$ from (6) are locally Lipschitz continuous they are subdifferentiable.

**Proposition 1** The functions $f$ and $\bar{f}$ are semismooth.

**Proof:** The sum and the minimum of semismooth functions are semismooth (see [32]). A norm as a convex function is semismooth. Then the function $f$ which is the sum of functions represented as the minimum of norms is semismooth. Similarly the function $\bar{f}$ which is the sum of functions represented as the minimum of constants and a norm is semismooth as well.

Functions represented as a minimum of norms in general are not regular. Since the sum of non-regular functions in general is not regular, the functions $f$ and $\bar{f}$ in general are not regular. Therefore, subgradients of these functions cannot be calculated using subgradients of their terms. We can conclude that the calculation of the subgradients of the functions $f$ and $\bar{f}$ is a very difficult task and therefore the application of methods of nonsmooth optimization requiring a subgradient evaluation at each iteration, including bundle method and its variations ([24, 28, 31]), cannot be effective to solve problems (3) and (5).

The problems (3) and (5) are global optimization problems. However, they have to be solved many times in Algorithm 1, and thus require fast algorithms. Moreover
the number of variables in the problem (3) is large and the global optimization methods cannot be directly applied to solve it. Therefore we will discuss algorithms for finding local minima of the functions $f$ and $\tilde{f}$.

Since the evaluation of subgradients of the function $f$ is difficult, direct search methods of optimization seem to be the best option for solving problems (3) and (5). Among such methods we mention here two widely used methods: Powell’s method (see [35]) which is based on a quadratic interpolation of the objective function and Nelder-Mead’s simplex method [34]. Both methods perform well for smooth functions. Moreover they are only effective when the number of variables is less than 20. However, in both problems (3) and (5) the objective functions are quite complicated nonsmooth functions. In the problem (3) the number of variables is $n_v = n \times q$ where $n$ is the dimension of the dataset $A$ (ranging from 2 to thousands in real world datasets), and $q$ is the number of clusters. In many cases the number $n_v$ is greater than 20.

In this paper we use the discrete gradient method to solve the problems (3) and (5). The description of this method can be found in [4] (see, also, [5, 6]). The discrete gradient method can be considered as a version of the bundle method ([24, 28, 31]), where subgradients of the objective function are replaced by its discrete gradients.

The discrete gradient method uses only values of the objective function. It should be noted that the calculation of the objective functions in the problems (3) and (5) can be expensive as the number of instances in the dataset grows. We will show that the use of the discrete gradient method allows one to significantly reduce the number of objective function evaluations.

4.2 Discrete gradient method

In this subsection we will briefly describe the discrete gradient method. We start with the definition of the discrete gradient.

4.2.1 Definition of the discrete gradient

Let $\varphi$ be a locally Lipschitz continuous function defined on $\mathbb{R}^n$. Let

$$S_1 = \{ g \in \mathbb{R}^n : \| g \| = 1 \}, \quad G = \{ e \in \mathbb{R}^n : e = (e_1, \ldots, e_n), |e_j| = 1, j = 1, \ldots, n \},$$

$$P = \{ z(\lambda) : z(\lambda) \in \mathbb{R}^1, z(\lambda) > 0, \lambda > 0, \lambda^{-1} z(\lambda) \to 0, \lambda \to 0 \},$$

$$I(g, \alpha) = \{ i \in \{1, \ldots, n\} : |g_i| \geq \alpha \},$$

where $\alpha \in (0, n^{-1/2}]$ is a fixed number.

Here $S_1$ is the unit sphere, $G$ is the set of vertices of the unit hypercube in $\mathbb{R}^n$ and $P$ is the set of univariate positive infinitesimal functions.

We define operators $H^j_i : \mathbb{R}^n \to \mathbb{R}^n$ for $i = 1, \ldots, n$, $j = 0, \ldots, n$ by the formula

$$H^j_i g = \begin{cases} (g_1, \ldots, g_j, 0, \ldots, 0) & \text{if } j < i, \\ (g_1, \ldots, g_{i-1}, 0, g_{i+1}, \ldots, g_j, 0, \ldots, 0) & \text{if } j \geq i. \end{cases}$$

(7)
We can see that
\[ H^j_i g - H^{j-1}_i g = \begin{cases} (0, \ldots, 0, g_j, 0, \ldots, 0) & \text{if } j = 1, \ldots, n, j \neq i, \\ 0 & \text{if } j = i. \end{cases} \] (8)

Let \( e(\beta) = (\beta e_1, \beta^2 e_2, \ldots, \beta^n e_n) \), where \( \beta \in (0, 1] \). For \( x \in \mathbb{R}^n \) we consider vectors
\[ x^j_i \equiv x^j_i(g, e, z, \lambda, \beta) = x + \lambda g - z(\lambda)H^j_i e(\beta), \] (9)
where \( g \in S_1, \ e \in G, \ i \in I(g, \alpha), \ z \in P, \ \lambda > 0, \ j = 0, \ldots, n, \ j \neq i. \)

It follows from (8) that
\[ x^{j-1}_i - x^j_i = \begin{cases} (0, \ldots, 0, z(\lambda)e_j(\beta), 0, \ldots, 0) & \text{if } j = 1, \ldots, n, j \neq i, \\ 0 & \text{if } j = i. \end{cases} \] (10)

It is clear that \( H^0_i g = 0 \) and \( x^0_i(g, e, z, \lambda, \beta) = x + \lambda g \) for all \( i \in I(g, \alpha). \)

**Definition 1** (see [3, 6]) The discrete gradient of the function \( \varphi \) at the point \( x \in \mathbb{R}^n \) is the vector \( \Gamma^i(x, g, e, z, \lambda, \beta) = (\Gamma^i_1, \ldots, \Gamma^i_n) \in \mathbb{R}^n, g \in S_1, i \in I(g, \alpha) \), with the following coordinates:
\[
\Gamma^i_j = [z(\lambda)e_j(\beta)]^{-1} \left[ \varphi(x^{j-1}_i(g, e, z, \lambda, \beta)) - \varphi(x^j_i(g, e, z, \lambda, \beta)) \right], \quad j = 1, \ldots, n, j \neq i, \\
\Gamma^i_i = (\lambda g_i)^{-1} \left[ \varphi(x^n_i(g, e, z, \lambda, \beta)) - \varphi(x) - \sum_{j=1, j \neq i}^n \Gamma^i_j (\lambda g_j - z(\lambda)e_j(\beta)) \right].
\]

A more detailed description of the discrete gradient and examples can be found in [4, 6].

**Remark 2** It follows from Definition 1 that for the calculation of the discrete gradient \( \Gamma^i(x, g, e, z, \lambda, \beta), i \in I(g, \alpha) \) we define a sequence of points
\[ x^0_i, x^{i-1}_i, x^{i+1}_i, \ldots, x^n_i. \]

For the calculation of the discrete gradient it is sufficient to evaluate the function \( \varphi \) at each point of this sequence.

**Remark 3** The discrete gradient is defined with respect to a given direction \( g \in S_1 \). We can see that for the calculation of one discrete gradient we have to calculate \((n+1)\) values of the function \( \varphi \): at the point \( x \) and at the points \( x^0_i, x^{i-1}_i, x^{i+1}_i, \ldots, x^n_i, \ i \in I(g, \alpha) \). For the calculation of another discrete gradient at the same point with respect to another direction \( g^1 \in S_1 \) we have to calculate this function \( n \) times, because we have already calculated \( \varphi \) at the point \( x \).
4.2.2 Calculation of the discrete gradients of the objective function (4)

Now let us return to the objective function $f$ of the problem (3). This function depends on $n \times q$ variables where $q$ is the number of clusters. This function is represented as a sum of min-type functions

$$f(x) = \sum_{i=1}^{m} \psi_i(x)$$

where

$$\psi_i(x) = \min_{j=1,\ldots,q} [\eta_{ij}(x)]^\theta, \; i = 1,\ldots,m$$

with $\theta = \frac{2}{p}$, and

$$\eta_{ij}(x) = \sum_{u=1}^{n} |x_{ju} - a_{iu}|^p.$$

It should be noted that the functions $\eta_{ij}$ are separable. We can see that for every $i = 1,\ldots,m$, each variable $x_j$ appears in only one function $\eta_{ij}$.

For a given $k = 1,\ldots,nq$ we set

$$r_k = \left\lfloor \frac{k-1}{n} \right\rfloor + 1, \; d_k = k - (r_k - 1)n$$

where $\lfloor c \rfloor$ stands for the floor of a number $c$. We define by $X$ the vector of all variables $x_j$, $j = 1,\ldots,q$:

$$X = (X_1, X_2, \ldots, X_{nq})$$

where

$$X_k = x_{d_k}^{r_k}.$$

We use the vector of variables $X$ to define a sequence

$$X_t^0, X_t^{t-1}, X_t^{t+1}, \ldots, X_t^{nq}, \; t \in I(g, \alpha), \; g \in \mathbb{R}^{nq}$$

as in Remark 2. It follows from (10) that the points $X_t^{k-1}$ and $X_t^k$ differ by one coordinate only ($k = 0,\ldots,nq$, $k \neq t$). For every $i = 1,\ldots,m$ this coordinate appears in only one function $\eta_{ir_k}$. It follows from the definition of the operator $H$ that $X_t^t = X_t^{t-1}$ and thus this observation is also true for $X_t^{t+1}$. Then we get

$$\eta_{ij}(X_t^k) = \eta_{ij}(X_t^{k-1}) \; \forall j \neq r_k$$

which means that when we change the $k$-th coordinate of the point $X_t$ only one function (namely the function $\eta_{ir_k}$) changes its value.

Moreover the function $\eta_{ir_k}$ can be calculated at the point $X_t^k$ using the value of this function at the point $X_t^{k-1}$, $k \geq 1$:

$$\eta_{ir_k}(X_t^k) = \eta_{ir_k}(X_t^{k-1}) + |x_{d_k}^{r_k} + z(\lambda)e_k(\beta) - a_{d_k}^i|^p - |x_{d_k}^{r_k} - a_{d_k}^i|^p. \quad (11)$$
Because \( \eta \) is separable, only one term in the sum changes. Thus we need to add the new term, and subtract the old one. For \( p = 2 \) (11) can be simplified as follows

\[
\eta_{ir_k}(X^k_t) = \eta_{ir_k}(X^{k-1}_t) + z(\lambda)e_k(\beta) \left(2x^r_{d_k} + z(\lambda)e_k(\beta) - 2a^i_{dr_k}\right).
\]

In order to calculate the function \( f \) at the point \( X^k_t, k \geq 1 \) first we have to calculate the values of the functions \( \eta_{ir_k} \) for all \( a^i \in A, i = 1, \ldots, m \) using (11). Then we update \( f \) using these values and the values of all other functions \( \eta_{ij}, j \neq r_k \) at the point \( X^{k-1}_t \) according to (4). Thus we have to apply a full calculation of the function \( f \) using the formula (4) only at the point \( X^0_t = X + \lambda g \). Hence for the calculation of each discrete gradient we have to apply a full calculation of the objective function \( f \) only at the point \( X^0_t = X + \lambda g \) and this function can be updated at the points \( X^k_t, k \geq 1 \) using a simplified scheme.

We can conclude that for the calculation of the discrete gradient at a point \( X \) with respect to the direction \( g^0 \in S_1 \) we calculate the function \( f \) at two points: \( X \) and \( X^0_t = X + \lambda g^0 \). For the calculation of another discrete gradient at the same point \( X \) with respect to another direction \( g^1 \in S_1 \) we calculate the function \( f \) only at the point: \( X + \lambda g^1 \).

The function \( \bar{f}(x) \equiv \bar{f}^u(x) \) defined by (6) can be rewritten as follows:

\[
\bar{f}(x) = \sum_{i=1}^{m} \min \left\{ c_i, [\bar{\eta}_i(x)]^q \right\}
\]

where

\[
c_i = \min \left\{ \|x^i - a^i\|_p, \ldots, \|x^u - a^i\|_p \right\}
\]

and

\[
\bar{\eta}_i(x) = \sum_{l=1}^{n} |x_l - a^i_l|^p, \ x \in \mathbb{R}^n.
\]

Here \( \theta > 0 \) is defined as above. The functions \( \bar{\eta}_i \) are separable and have a similar structure as the functions \( \eta_{ij} \). Therefore we can apply a simplified scheme for their calculation as well. Hence we can accelerate the calculation of each discrete gradient of the function \( \bar{f} \) in a similar way as we do for the function \( f \) (see above).

Since the number of variables \( n_q \) in the problem (3) can be large this algorithm allows one to significantly reduce the number of objective function evaluations during the calculation of a discrete gradient. Although the number of variables \( n \) in the problem (5) is significantly less than in the problem (3) this algorithm still allows one to accelerate the calculation of the discrete gradients of the objective function.

4.2.3 The method

We consider the following unconstrained minimization problem:

\[
\text{minimize } \varphi(x) \text{ subject to } x \in \mathbb{R}^n \quad (12)
\]
where the function $\varphi$ is assumed to be semismooth. An important step in the discrete gradient method is the calculation of a descent direction of the objective function $\varphi$. Therefore, we first describe an algorithm for the computation of this direction.

Let $z \in P, \lambda > 0, \beta \in (0, 1]$, the number $c \in (0, 1)$ and a tolerance $\delta > 0$ be given.

**Algorithm 3** An algorithm for the computation of the descent direction.

**Step 1.** Choose any $g^1 \in S_1, e \in G, i \in I(g^1, \alpha)$ and compute a discrete gradient $v^1 = \Gamma^i(x, g^1, e, z, \lambda, \beta)$. Set $D_1(x) = \{v^1\}$ and $k = 1$.

**Step 2.** Calculate the vector $\|w^k\| = \min\{\|w\| : w \in D_k(x)\}$. If

$$\|w^k\| \leq \delta,$$

then stop. Otherwise go to Step 3.

**Step 3.** Calculate the search direction by $g^{k+1} = -\|w^k\|^{-1}w^k$.

**Step 4.** If

$$\varphi(x + \lambda g^{k+1}) - \varphi(x) \leq -c\lambda\|w^k\|,$$

then stop. Otherwise go to Step 5.

**Step 5.** Calculate a discrete gradient

$$v^{k+1} = \Gamma^i(x, g^{k+1}, e, z, \lambda, \beta), \ i \in I(g^{k+1}, \alpha),$$

construct the set $D_{k+1}(x) = \text{co}\{D_k(x) \cup \{v^{k+1}\}\}$, set $k = k + 1$ and go to Step 2.

We give some explanations to Algorithm 3. In Step 1 we calculate the first discrete gradient with respect to an initial direction $g^1 \in \mathbb{R}^n$. The distance between the convex hull $D_k$ of all calculated discrete gradients and the origin is calculated in Step 2. This problem can be solved using Wolfe’s algorithm ([41]). If this distance is less than the tolerance $\delta > 0$ then we accept the point $x$ as an approximate stationary point (Step 2), otherwise we calculate another search direction in Step 3. In Step 4 we check whether this direction is a descent direction. If it is we stop and the descent direction has been calculated, otherwise we calculate another discrete gradient with respect to this direction in Step 5 and update the set $D_k$. At each iteration $k$ we improve the approximation $D_k$ of the subdifferential of the function $\varphi$.

It is proved that Algorithm 3 is terminating (see [4]).

Now we can describe the discrete gradient method. Let sequences $\delta_k > 0, \ z_k \in P, \ \lambda_k > 0, \ \beta_k \in (0, 1], \ \delta_k \to +0, \ z_k \to +0, \ \lambda_k \to +0, \ \beta_k \to +0, \ k \to +\infty$ and numbers $c_1 \in (0, 1), \ c_2 \in (0, c_1]$ be given.
Algorithm 4 Discrete gradient method

Step 1. Choose any starting point $x^0 \in \mathbb{R}^n$ and set $k = 0$.

Step 2. Set $s = 0$ and $x^k_s = x^k$.

Step 3. Apply Algorithm 3 for the calculation of the descent direction at $x = x^k_s, \delta = \delta_k, z = z_k, \lambda = \lambda_k, \beta = \beta_k, c = c_1$. This algorithm terminates after a finite number of iterations $l > 0$. As a result we get the set $D_l(x^k_s)$ and an element $v^k_s$ such that

$$
\|v^k_s\| = \min\{\|v\| : v \in D_l(x^k_s)\}.
$$

Furthermore either $\|v^k_s\| \leq \delta_k$ or for the search direction $g^k_s = -\|v^k_s\|^{-1}v^k_s$

$$
\varphi(x^k_s + \lambda_k g^k_s) - \varphi(x^k_s) \leq -c_1 \lambda_k \|v^k_s\|.
$$

Step 4. If

$$
\|v^k_s\| \leq \delta_k
$$

then set $x^{k+1} = x^k_s, k = k + 1$ and go to Step 2. Otherwise go to Step 5.

Step 5. Construct the following iteration $x^{k+1}_s = x^k_s + \sigma_s g^k_s$, where $\sigma_s$ is defined as follows

$$
\sigma_s = \arg \max \{\sigma \geq 0 : \varphi(x^k_s + \sigma g^k_s) - \varphi(x^k_s) \leq -c_2 \sigma \|v^k_s\|\}.
$$

Step 6. Set $s = s + 1$ and go to Step 3.

For the point $x^0 \in \mathbb{R}^n$ we consider the set $M(x^0) = \{x \in \mathbb{R}^n : \varphi(x) \leq \varphi(x^0)\}$.

Theorem 1 Assume that the set $M(x^0)$ is bounded for starting points $x^0 \in \mathbb{R}^n$. Then every accumulation point of $\{x^k\}$ belongs to the set $X^0 = \{x \in \mathbb{R}^n : 0 \in \partial \varphi(x)\}$.

Since the objective functions in problems (3) and (5) are semismooth the discrete gradient method can be applied to solve them. Discrete gradients in Step 5 of Algorithm 3 can be calculated using the simplified schemes described above.

5 Results of numerical experiments

To verify the effectiveness of the proposed approach a number of numerical experiments with real-world data sets have been carried out on a Pentium-4, 1.7 GHz, PC. The following datasets have been used in numerical experiments:

1. Fisher’s iris dataset ($m = 150, n = 4$) [18];
2. Image segmentation dataset ($m = 2310, n = 19$) [33];
3. The traveling salesman problem - TSPLIB1060 ($m = 1060, n = 2$) [37];
4. The traveling salesman problem - TSPLIB3038 \((m = 3038, n = 2)\) [37].

In order to implement Algorithm 4 we have to select the sequences \(\{\delta_k\}, \delta_k > 0\), \(\{z_k\}, z_k \in P\), \(\{\lambda_k\}, \lambda_k > 0\), \(\{\beta_k\}, \beta_k \in (0,1]\). In the numerical experiments we chose these sequences as follows: \(\delta_k = 10^{-9}, \beta_k = 1\) for all \(k\), \(z_k(\lambda) = \lambda^\alpha, \alpha \in [1.5,4]\), \(\lambda_k = d^k\lambda_0, \ d = 0.5, \ \lambda_0 = 0.9\). We take \(\lambda_{min} \in (0, \lambda_0)\). If \(\lambda_k < \lambda_{min}\) then Algorithm 4 terminates. In order to get a solution with high accuracy one has to take \(\lambda_{min}\) very small, for example \(\lambda_{min} \leq 10^{-5}\). Larger values of \(\lambda_{min}\) may lead to more inaccurate solutions, however Algorithm 4 calculates such solutions very quickly. In our numerical experiments, unless specified otherwise, we set \(\lambda_{min}\) large.

In the numerical experiments we also take \(c_1 = 0.2\) and \(c_2 = 0.001\). The starting point for solving problem (5) is generated by Algorithm 2 and the starting point for solving problem (3) is generated in Algorithm 1. In Algorithm 2 we fix the parameter \(\rho = \frac{r m}{q}\) where \(r \in [0,0.5]\).

For image segmentation dataset we take \(\lambda_{min} = 10^{-5}\). For all other datasets this parameter is: \(\lambda_{min} = 0.01\).

In the numerical experiments we consider the squared Euclidean norm, that is \(\gamma = 2\) and \(p = 2\).

In order to provide comparison with the best known solutions from the literature we calculated 10 clusters for iris dataset and 50 clusters for all other datasets.

Algorithm 1 is a deterministic one. However, it requires the selection of the parameter \(\rho\), which determines the starting points. To see how this parameter influences the results, numerical experiments have been carried out for \(r_i = 0.05i, \ i = 0,\ldots,10\).

We present the results of the numerical experiments in Tables 1-4. In these tables \(k\) represents the number of clusters. We give the best known function value \(f_{opt}\) from the literature corresponding to \(k\) clusters ([21, 23]) and the \% error \(E_{best}\) and \(E_{mean}\) of respectively the best value and the average value obtained by the proposed algorithm. The error \(E\) is calculated as

\[
E = \left(\frac{\bar{f} - f_{opt}}{f_{opt}}\right) \cdot 100
\]

where \(\bar{f}\) is the function value obtained by the algorithm. A negative error means that the proposed algorithm improved the best known solution. We also give the average number of calculations of norms for reaching the solutions. \(N_s\) and \(N_g\) represent the average number of norm evaluations for finding \(k\) clusters using the simplified and general schemes, respectively. In the tables we give the values of \(N_s\) and the ratio \(N_g/N_s\). Finally, in these tables we present the average CPU time \((t)\) and its standard deviation \((\sigma_t)\).

Results presented in Tables 1-4 show that for Fisher’s iris, TSPLIB3038 and TSPLIB1060 datasets the proposed algorithm allows one to calculate either the best known solution or a solution which is very close to the best one. For image segmentation dataset the results for large numbers of clusters are not so good which can be explained by the existence of erroneous points. These results demonstrate...
Table 1: Results for Fisher’s Iris dataset

<table>
<thead>
<tr>
<th>$k$</th>
<th>$f_{opt}$</th>
<th>$E_{best}$</th>
<th>$E_{mean}$</th>
<th>$N_s$</th>
<th>$N_g/N_s$</th>
<th>$t$</th>
<th>$\sigma_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>152.348</td>
<td>0.00</td>
<td>0.00</td>
<td>$1.43 \cdot 10^5$</td>
<td>3.63</td>
<td>0.10</td>
<td>0.02</td>
</tr>
<tr>
<td>3</td>
<td>78.851</td>
<td>0.00</td>
<td>0.00</td>
<td>$3.22 \cdot 10^5$</td>
<td>5.00</td>
<td>0.20</td>
<td>0.03</td>
</tr>
<tr>
<td>4</td>
<td>57.226</td>
<td>0.00</td>
<td>0.00</td>
<td>$5.83 \cdot 10^5$</td>
<td>5.95</td>
<td>0.34</td>
<td>0.05</td>
</tr>
<tr>
<td>5</td>
<td>46.446</td>
<td>0.00</td>
<td>0.68</td>
<td>$8.73 \cdot 10^5$</td>
<td>7.33</td>
<td>0.49</td>
<td>0.05</td>
</tr>
<tr>
<td>6</td>
<td>39.040</td>
<td>0.00</td>
<td>0.00</td>
<td>$1.21 \cdot 10^6$</td>
<td>8.23</td>
<td>0.65</td>
<td>0.04</td>
</tr>
<tr>
<td>7</td>
<td>34.298</td>
<td>0.00</td>
<td>0.86</td>
<td>$1.57 \cdot 10^6$</td>
<td>9.31</td>
<td>0.82</td>
<td>0.05</td>
</tr>
<tr>
<td>8</td>
<td>29.989</td>
<td>0.00</td>
<td>0.11</td>
<td>$2.03 \cdot 10^6$</td>
<td>10.62</td>
<td>1.04</td>
<td>0.07</td>
</tr>
<tr>
<td>9</td>
<td>27.786</td>
<td>0.00</td>
<td>2.11</td>
<td>$2.46 \cdot 10^6$</td>
<td>11.86</td>
<td>1.23</td>
<td>0.09</td>
</tr>
<tr>
<td>10</td>
<td>25.834</td>
<td>0.52</td>
<td>1.78</td>
<td>$3.00 \cdot 10^6$</td>
<td>13.04</td>
<td>1.47</td>
<td>0.07</td>
</tr>
</tbody>
</table>

that if the algorithm gets stuck in a shallow minimum then it may affect the next iterations. However, results for this dataset show that the algorithm in most cases reaches a solution which is close to the best one. It should be noted that the problem of finding 50 clusters in the image segmentation dataset has 950 variables which is challenging for many global optimization techniques.

The results for the error of average values presented in these tables show that for Fisher’s iris, TSPLIB3038 and TSPLIB1060 datasets the results obtained by the proposed algorithm do not strongly depend on the initial point (that is values of $\rho$) and they are always close to the best solutions. The results for the image segmentation dataset are more dependent on the initial point. This is an indicator of the existence of erroneous points in this dataset. This shows that if a dataset does not have a good cluster structure the proposed algorithm may lead to different solutions starting from different initial points.

The results for the number $N_s$ show that one can calculate a large number of clusters using a reasonable number of norm evaluations. The ratio $N_g/N_s$ demonstrate that the simplified scheme allows one to significantly reduce the computational effort. This complexity reduction becomes larger as the number of clusters or the number of features increase.

The results presented in the tables show that the clustering problem can be solved by the algorithm within reasonable CPU time. CPU time depends on the parameter $\lambda_{min}$. Small values of $\lambda_{min}$ lead to a better solution, however much more CPU time is required as in the case of the image segmentation dataset. The result for $\sigma_t$ show that the CPU time does almost not depend on starting points.

6 Conclusions

In this paper we have formulated the clustering problem as a nonsmooth nonconvex optimization problem and proposed a clustering algorithm based on nonsmooth optimization techniques. The discrete gradient method has been used for solving the nonsmooth optimization problems. We have adapted this method to this problem
Table 2: Image Segmentation dataset

<table>
<thead>
<tr>
<th>$k$</th>
<th>$f_{opt}$</th>
<th>$E_{best}$</th>
<th>$E_{mean}$</th>
<th>$N_s$</th>
<th>$N_g/N_s$</th>
<th>$t$</th>
<th>$\sigma_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$3.5606 \cdot 10^7$</td>
<td>-0.01</td>
<td>2.08</td>
<td>$8.14 \cdot 10^6$</td>
<td>20.69</td>
<td>19.43</td>
<td>3.12</td>
</tr>
<tr>
<td>3</td>
<td>$2.7416 \cdot 10^5$</td>
<td>-0.02</td>
<td>4.90</td>
<td>$1.86 \cdot 10^6$</td>
<td>27.31</td>
<td>20.05</td>
<td>6.93</td>
</tr>
<tr>
<td>4</td>
<td>$1.9456 \cdot 10^7$</td>
<td>-0.03</td>
<td>15.82</td>
<td>$3.60 \cdot 10^6$</td>
<td>33.70</td>
<td>69.37</td>
<td>12.92</td>
</tr>
<tr>
<td>5</td>
<td>$1.7143 \cdot 10^6$</td>
<td>-0.03</td>
<td>13.16</td>
<td>$5.45 \cdot 10^6$</td>
<td>40.41</td>
<td>98.53</td>
<td>22.23</td>
</tr>
<tr>
<td>6</td>
<td>$1.5209 \cdot 10^6$</td>
<td>-0.03</td>
<td>16.36</td>
<td>$7.73 \cdot 10^6$</td>
<td>47.34</td>
<td>131.88</td>
<td>32.67</td>
</tr>
<tr>
<td>7</td>
<td>$1.3404 \cdot 10^7$</td>
<td>0.33</td>
<td>10.50</td>
<td>$1.04 \cdot 10^6$</td>
<td>54.77</td>
<td>169.15</td>
<td>47.53</td>
</tr>
<tr>
<td>8</td>
<td>$1.2030 \cdot 10^7$</td>
<td>2.28</td>
<td>14.29</td>
<td>$1.30 \cdot 10^6$</td>
<td>62.96</td>
<td>205.52</td>
<td>49.40</td>
</tr>
<tr>
<td>9</td>
<td>$1.0784 \cdot 10^7$</td>
<td>1.36</td>
<td>9.28</td>
<td>$1.61 \cdot 10^6$</td>
<td>70.12</td>
<td>248.53</td>
<td>70.28</td>
</tr>
<tr>
<td>10</td>
<td>$9.7952 \cdot 10^6$</td>
<td>1.51</td>
<td>8.72</td>
<td>$1.90 \cdot 10^6$</td>
<td>77.12</td>
<td>289.24</td>
<td>74.52</td>
</tr>
<tr>
<td>20</td>
<td>$5.1283 \cdot 10^8$</td>
<td>-0.01</td>
<td>8.76</td>
<td>$2.48 \cdot 10^6$</td>
<td>111.15</td>
<td>897.46</td>
<td>198.27</td>
</tr>
<tr>
<td>30</td>
<td>$3.5076 \cdot 10^8$</td>
<td>5.62</td>
<td>10.21</td>
<td>$3.33 \cdot 10^6$</td>
<td>184.89</td>
<td>1815.14</td>
<td>255.73</td>
</tr>
<tr>
<td>40</td>
<td>$2.7398 \cdot 10^9$</td>
<td>9.96</td>
<td>13.52</td>
<td>$3.50 \cdot 10^6$</td>
<td>207.80</td>
<td>2396.03</td>
<td>247.34</td>
</tr>
<tr>
<td>50</td>
<td>$2.2248 \cdot 10^9$</td>
<td>15.26</td>
<td>19.30</td>
<td>$3.65 \cdot 10^6$</td>
<td>231.72</td>
<td>3011.10</td>
<td>241.75</td>
</tr>
</tbody>
</table>

Table 3: TSPLIB3038 dataset

<table>
<thead>
<tr>
<th>$k$</th>
<th>$f_{opt}$</th>
<th>$E_{best}$</th>
<th>$E_{mean}$</th>
<th>$N_s$</th>
<th>$N_g/N_s$</th>
<th>$t$</th>
<th>$\sigma_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$3.1688 \cdot 10^7$</td>
<td>0.00</td>
<td>0.00</td>
<td>$1.78 \cdot 10^6$</td>
<td>1.69</td>
<td>0.74</td>
<td>0.17</td>
</tr>
<tr>
<td>3</td>
<td>$2.1763 \cdot 10^7$</td>
<td>0.00</td>
<td>1.51</td>
<td>$4.31 \cdot 10^6$</td>
<td>2.24</td>
<td>1.65</td>
<td>0.19</td>
</tr>
<tr>
<td>4</td>
<td>$1.4790 \cdot 10^9$</td>
<td>0.00</td>
<td>0.03</td>
<td>$6.62 \cdot 10^6$</td>
<td>2.82</td>
<td>2.48</td>
<td>0.14</td>
</tr>
<tr>
<td>5</td>
<td>$1.1982 \cdot 10^9$</td>
<td>0.00</td>
<td>0.21</td>
<td>$9.56 \cdot 10^6$</td>
<td>3.35</td>
<td>3.50</td>
<td>0.16</td>
</tr>
<tr>
<td>6</td>
<td>$9.6918 \cdot 10^8$</td>
<td>0.00</td>
<td>0.05</td>
<td>$1.26 \cdot 10^7$</td>
<td>3.90</td>
<td>4.56</td>
<td>0.16</td>
</tr>
<tr>
<td>7</td>
<td>$8.3966 \cdot 10^8$</td>
<td>1.73</td>
<td>1.91</td>
<td>$1.52 \cdot 10^7$</td>
<td>4.54</td>
<td>5.53</td>
<td>0.11</td>
</tr>
<tr>
<td>8</td>
<td>$7.3475 \cdot 10^8$</td>
<td>0.00</td>
<td>0.75</td>
<td>$1.94 \cdot 10^7$</td>
<td>5.20</td>
<td>6.99</td>
<td>0.32</td>
</tr>
<tr>
<td>9</td>
<td>$6.4477 \cdot 10^8$</td>
<td>0.00</td>
<td>0.44</td>
<td>$2.34 \cdot 10^7$</td>
<td>5.94</td>
<td>8.41</td>
<td>0.40</td>
</tr>
<tr>
<td>10</td>
<td>$5.6025 \cdot 10^8$</td>
<td>0.00</td>
<td>0.68</td>
<td>$2.78 \cdot 10^7$</td>
<td>6.73</td>
<td>9.98</td>
<td>0.37</td>
</tr>
<tr>
<td>20</td>
<td>$2.6681 \cdot 10^8$</td>
<td>0.00</td>
<td>0.90</td>
<td>$3.40 \cdot 10^7$</td>
<td>10.07</td>
<td>29.35</td>
<td>1.04</td>
</tr>
<tr>
<td>30</td>
<td>$1.7557 \cdot 10^8$</td>
<td>0.27</td>
<td>1.55</td>
<td>$4.32 \cdot 10^7$</td>
<td>16.56</td>
<td>61.04</td>
<td>1.35</td>
</tr>
<tr>
<td>40</td>
<td>$1.2548 \cdot 10^8$</td>
<td>-0.08</td>
<td>1.48</td>
<td>$5.45 \cdot 10^7$</td>
<td>24.70</td>
<td>104.74</td>
<td>1.72</td>
</tr>
<tr>
<td>50</td>
<td>$9.8400 \cdot 10^7$</td>
<td>0.62</td>
<td>1.63</td>
<td>$6.82 \cdot 10^7$</td>
<td>33.88</td>
<td>158.03</td>
<td>3.83</td>
</tr>
</tbody>
</table>

Table 4: TSPLIB1060 Dataset

<table>
<thead>
<tr>
<th>$k$</th>
<th>$f_{opt}$</th>
<th>$E_{best}$</th>
<th>$E_{mean}$</th>
<th>$N_s$</th>
<th>$N_g/N_s$</th>
<th>$t$</th>
<th>$\sigma_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>$1.75484 \cdot 10^7$</td>
<td>0.00</td>
<td>0.18</td>
<td>$1.39 \cdot 10^7$</td>
<td>6.00</td>
<td>4.61</td>
<td>0.42</td>
</tr>
<tr>
<td>20</td>
<td>$7.91794 \cdot 10^7$</td>
<td>0.32</td>
<td>3.01</td>
<td>$1.77 \cdot 10^7$</td>
<td>8.74</td>
<td>13.62</td>
<td>1.08</td>
</tr>
<tr>
<td>30</td>
<td>$4.81251 \cdot 10^7$</td>
<td>1.29</td>
<td>3.76</td>
<td>$2.46 \cdot 10^7$</td>
<td>14.03</td>
<td>29.02</td>
<td>1.48</td>
</tr>
<tr>
<td>50</td>
<td>$2.55509 \cdot 10^7$</td>
<td>1.36</td>
<td>2.46</td>
<td>$4.48 \cdot 10^7$</td>
<td>28.12</td>
<td>81.90</td>
<td>3.72</td>
</tr>
</tbody>
</table>
which allows one to considerably accelerate its convergence. The clustering algorithm calculates clusters incrementally. This algorithm calculates as many clusters as a dataset contains with respect to some tolerance. The proposed algorithm has been tested using real-world datasets. The results of these experiments demonstrate that the algorithm can calculate a satisfactory solution within a reasonable CPU time. These results explicitly show that the algorithm allows one to significantly reduce the computational effort which is extremely important for clustering in large scale data sets.
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